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Parity nonconservation (PNC) was measured for 24 $p$-wave resonances from 8 to 300 eV in $^{232}\text{Th}$ by measuring the helicity dependence of the total neutron cross section for epithermal neutrons with an improved experimental system. Ten resonances show statistically significant parity violation. For these ten resonances the analyzing powers are all positive, thus confirming the previously observed sign correlation. The data are fit to the sum of two terms, a constant asymmetry and a fluctuating asymmetry. With this ansatz the root-mean-square PNC matrix element $M = 1.12$ meV, which corresponds to a weak spreading width $\Gamma_w = 4.7 \times 10^{-7}$ eV. For the neighboring nuclide $^{238}\text{U}$ there is no constant offset, suggesting that the sign correlation is specific to $^{232}\text{Th}$. [S0556-2813(98)03608-5]
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I. INTRODUCTION

As discussed in the preceding paper [1], the traditional approach to symmetry breaking in the nucleus is illustrated by the study of parity nonconservation (PNC) in parity doublets in light nuclei. The classic review of PNC studies in light nuclei is by Adelberger and Haxton [2]. After the discovery [3] of very large enhancements of parity violation for neutron resonances in heavy nuclei (as large as $10^6$), an approach was adopted that considers the compound nucleus as a chaotic system and treats the symmetry-breaking matrix elements as random variables. The experimental goal of the parity-violation experiments is the determination of the root-mean-square PNC matrix element. Recent reviews that adopt the approach include Bowman et al. [4], Frankle et al. [5], and Flambaum and Gribakin [6].

Initial measurements by the TRIPLE Collaboration produced a number of parity violations in $^{238}\text{U}$ [7,8] and $^{232}\text{Th}$ [9,10], and raised several questions. Of particular interest was the unexpected nonstatistical result observed in $^{232}\text{Th}$ [9,10]: all seven statistically significant asymmetries have the same sign. This result generated a large amount of interest and theoretical speculation. It was considered very important to repeat the measurements on thorium with improved precision in order to verify the anomaly. It was also important to learn whether the effect is universal or specific to $^{232}\text{Th}$.

We made significant improvements to the experimental system, and repeated the measurements for $^{238}\text{U}$ and $^{232}\text{Th}$. The new data were analyzed with an improved analysis procedure. This paper and the preceding paper on $^{238}\text{U}$ report the results of these measurements. Details of the $^{232}\text{Th}$ experiment, analysis, and results are presented in the dissertation of Stephenson [11].

The spirit of the analysis is the same as in the preceding paper. The PNC asymmetry $p$ for a $p$-wave resonance is obtained from $\sigma^+ = \sigma_p (1 + p^+)$, where $\sigma^+\!_p$ is the resonance cross section for $+$ and $-$ helicities, and $\sigma_p$ is the resonance part of the $p$-wave cross section. (Here the neutron polarization is assumed to be one for simplicity. In the data analysis the measured polarization value was included in the determination of the longitudinal asymmetry.) The resonance parameters are determined (with the multilevel, multichannel code described in the preceding paper) from summed data obtained under similar conditions. The resonance parameters are then held fixed, including the resonance cross section $\sigma_p$ for the $p$-wave resonance in question, and the longitudinal asymmetries are determined separately for the $+$ and $-$ helicity states. The asymmetry parameters $p^\pm$ are obtained from $\sigma^{\pm}_p$, and the longitudinal asymmetry $p$ determined
from $p = (\sigma_p^+ - \sigma_p^-)/(\sigma_p^+ + \sigma_p^-) = (p^+ - p^-)/(2p^+ + p^-)$.

The apparatus is described briefly in Sec. II, while Sec. III discusses the procedure used to obtain the resonance parameters and the longitudinal asymmetries. The data set is described in Sec. IV. The results—resonance parameters and PNC longitudinal asymmetries—are presented in Sec. V. The analysis used to obtain the rms PNC matrix element from the proton pulse, further

II. EXPERIMENTAL METHOD

A. Apparatus

Since the apparatus is described in detail in the preceding paper, here we only summarize the major parts of the system. The 800-MeV proton beam from the Los Alamos Neutron Scattering Center (LANSCE) linac is chopped to pulses 250-ns wide, which are stacked on top of one another and accumulated in the Proton Storage Ring (PSR). The stored proton beam (typically the average proton current was 60 $\mu$A for this experiment) is then directed at the rate of 20 Hz towards a tungsten spallation target and approximately 17 fast neutrons in the MeV energy range are produced for each incident proton. The neutrons are then moderated to epithermal energies in a gadolinium-poisoned water moderator and collimated. The resulting pulsed, intense epithermal neutron beam at the Manuel Lujan Neutron Scattering Center (MLNSC) is well suited for these PNC experiments. A detailed description of the target moderator geometry is given by Lisowski et al. [12]. In addition to the initial width that the neutron pulse acquires from the proton pulse, further broadening is introduced by the neutron moderation process.

A description of the TRIPLE Collaboration experimental setup as utilized in the original experiment on $^{232}$Th was given by Roberson et al. [13]. Although major changes have been made to most of the system, the overall experimental philosophy remains the same. An overview of the TRIPLE experimental system is shown in Fig. 1.

The neutron flux is monitored by a pair of ionization chambers [14]. The neutron beam is polarized by transmission through a polarized proton target. The protons are polarized in frozen ammonia by the dynamic nuclear polarization process [15,16]. The ammonia target is cooled in liquid $^4$He to 1 K at the center of a 5-T split-coil superconducting magnet. The proton polarization was monitored with a nuclear magnetic resonance (NMR) measurement. The NMR measurement provides a rapid relative determination of the proton polarization. Calibration methods of the polarization are discussed by Yuan et al. [17]. In practice the typical neutron polarization was about 70%. The spin direction of the neutrons is reversed rapidly (every ten seconds) by an adiabatic spin flipper [18].

To reduce the effect of Doppler broadening on the resonance line shape, the $^{232}$Th target was cooled to 77 K by a liquid-nitrogen target chiller. A natural boron neutron absorber was located at the upstream end of the spin flipper in order to remove low-energy neutrons that would overlap with neutrons from the next pulse.

FIG. 1. Overview of TRIPLE polarized neutron flight path at LANSCE.

The neutron detector system consists of 55 liquid scintillator cells optically coupled to photomultipliers (PMT’s) [19]. The detector is located 56 m from the neutron source. The segmented nature of the detector allows very high instantaneous counting rates, while the thickness of the scintillator is such that most of the neutrons are thermalized and captured, giving the detector a very high and almost energy-independent efficiency.

B. Data acquisition

The data acquisition cycle is initiated by each proton burst. An inductive pickup on the proton beam line (before the spallation target) provides a time-zero signal $t_0$, which also triggers a second pulse, $t_{d}'$, 1/60th of a second later. The detector signals are linearly summed and filtered to 100, 200, or 1000 ns, with the time depending on the digital sampling interval (dwell time). A digital transient recorder samples the summed detector signal 8192 times in intervals determined by the dwell time, and these 8192 words are added to a summation memory for 200 beam bursts before being stored. The $t_{d}'$ pulse initiates a sweep 1/60th of a second after each neutron pulse and triggers the subtraction of the next 8192-word sweep from the stored data. Each sweep is thus corrected for background and electronic noise, and this correction is also applied to the monitor signal.

This process is followed for 200 beam bursts (or $t_0$ pulses). The helicity state of the neutron beam is changed according to an eight-step sequence designed to reduce the effects of gain drifts and residual transverse magnetic fields on the PMT’s [13]. Each spin-flipper state lasts 10 s. The data are stored in separate spectra, one for data with the spin unchanged (NOFLIP) and one for data with the spin flipped.

The neutron pulse acquires from the proton pulse, further
(FLIP). After 20 eight-step sequences, the data collection is stopped and the data are stored for later analysis. The result is a rather large number of small data sets, runs, that are analyzed separately.

III. DETERMINATION OF PNC LONGITUDINAL ASYMETRIES

The code FITXS [20] was written specifically to analyze the time-of-flight (TOF) spectra measured by the TRIPLE Collaboration at MLNSC. For a particular time-of-flight region and a set of fitting parameters, the χ² is minimized to obtain the optimum set of parameter values. The fitting function depends on the target areal density, the multilevel cross sections, and broadening due to three sources: the neutron beam, Doppler broadening, and the detector system. The broadening due to the beam and the detection system can be combined to form a response function \( B(t) \).

For this transmission experiment, the fitting function can be written as

\[
\mathcal{F}_i(t) = B_i(t) \otimes \left[ N_0(t) e^{-n_0(t)} \right] + B,
\]

where

\[
\sigma_P(t) = [D(v) \otimes \sigma(v)]_{v \rightarrow t},
\]

\( N_0(t) \) is the neutron flux, \( D(v) \) is the velocity-dependent Doppler response function, \( B \) is the background function, and the \( v \rightarrow t \) symbol indicates that after the convolution in velocity space, the function is converted to a function of time. The \( \otimes \) symbol indicates a convolution.

The first step in the analysis approach is to fit the neutron cross section data, and then to fix all of the resonance parameters while determining the longitudinal asymmetries. The multilevel, multichannel neutron cross section is calculated with the formalism of Reich and Moore [21].

We adopt the following notation: the resonance energy is \( E_{s,p} \), the neutron width \( \Gamma_n^{s,p} \), and the total width \( \Gamma^{s,p} \), all for \( s- \) and \( p- \) wave resonances, respectively. Detailed expressions for the \( s- \) and \( p- \) wave elastic and capture cross sections are given in the preceding paper [1]. The neutron widths are calculated at energy \( E \) according to

\[
\Gamma_n^{s,p}(E) = \Gamma_n^{s,p}(E_{s,p}) \frac{E/E_{s,p}}{1 + |E/E_{s,p}|^{1/2}}.
\]

The details of the fitting procedure are given in the preceding paper [1]. The final expression for \( B_i(t) \) includes the beam response and additional broadening from the neutron detector, with the various resolution parameters determined empirically for this system. Including an energy-dependent flux and allowing for background (described by a polynomial in time), the final fitting function can be written as

\[
\mathcal{F}_i(t) = \left[ B_i(t) \otimes \frac{\alpha}{E_{s,p}^{p} e^{-n_0(t)}} \right] + \sum_{i=0}^{3} a_i t^i,
\]

where \( \sigma_P(t) \) is the Doppler-broadened total cross section for \( s- \) and \( p- \) wave resonances. The \( s- \) and \( p- \) wave cross sections are calculated for all resonances present in a TOF spectrum (including contaminants).

When a final satisfactory fit is obtained for a given energy region, all of these parameters are held fixed and the longitudinal asymmetry \( p \) varied. This is performed for each helicity state for each run. As described in the introduction, once the cross sections \( \sigma_P^\pm \) are determined, the PNC longitudinal asymmetries are easily obtained. A detailed description of the code FITXS is given by Matsuda [20].

IV. DATA

The PNC effects in \(^{232}\text{Th}\) were studied by transmitting neutrons through a thick sample. The target was a cylinder of natural thorium \((^{232}\text{Th})\) 11.20 cm in length and 9.84 cm in diameter, which corresponds to an areal density of \(3.40 \times 10^{23} \) atoms/cm². Preliminary evaluation of the data focused on possible experimental difficulties, including gain fluctuations or large numbers of bad spectra. After these cuts were made, 307 runs were used in the final analysis. The earlier thorium experiment consisted of 355 runs of the same length. In the present experiment the neutron polarization was about 70% rather than the value of 27% obtained in the earlier experiment. In addition, when increased collimation size and detector efficiency are considered, the effective beam intensity in the present experiment is about an order of magnitude higher than in the earlier measurements. Since the standard figure of merit for the beam is \( p^2 I \), where \( P \) is the beam polarization and \( I \) the beam current, the present data should be nearly two orders of magnitude better than the earlier data.

In order to study parity violation at the 8.3-eV resonance, it was essential to collect data at 200-ns dwell time. (For 100-ns dwell time the spectrum would end before 8.3-eV neutrons arrived at the detector.) However, for higher energies the 100-ns dwell time data are preferred, since this channel width provides more data points per resonance, and therefore effectively better resolution. A total of 159 runs with 200-ns dwell time and 148 runs with 100-ns dwell time were included in the final analysis. Resonances below 25 eV are observed only in the 200-ns data; both data sets were used in the energy region 25-234 eV; and above 234 eV only the 100-ns data were analyzed.

The initial energy calibration was performed using previous resonance data [22,23]. For the 100-ns data the time-of-flight length was \( L = 56.804 \) m and the channel offset was \( C_0 = 7.42 \) channels, while the corresponding values for the 200-ns data were \( L = 56.795 \) m and \( C_0 = 4.18 \) channels.

The statistical error in these values is very small, but the total error is not known since the errors in the resonance energies used to determine \( L \) and \( C_0 \) were not given in Refs. [22,23]. Using the values of \( L \) and \( C_0 \) given above, the resonance energies were converted back to time-of-flight channels and related to the Olsen [22] resonance energies by \( E = 5.23 \times 10^{-9} (L^2 / \delta^2 (C + C_0)^2) \), where \( \delta \) is the dwell time. Assuming that the fractional errors in the thorium measurement by Olsen were the same as in their uranium measurement [24] with the same system, a least-squares fit was performed to determine a new length and a new channel offset. The new length was found to be \( L = 56.778 \pm 0.006 \) m, with \( C_0 = 7.47 \pm 0.33 \) channels for the 100-ns data. For the 200-ns data \( L = 56.776 \pm 0.005 \) m and \( C_0 = 3.80 \pm 0.14 \) channels. With this calibration the resonance energies and their errors
were determined. The agreement with the earlier measurements is excellent. Due to the higher statistics of the present measurement, the resonance parameters for the weak $p$-wave resonances should be more precise. However, since for this experiment the length of the flight path was relatively short, and a rather thick target (optimized for the study of parity violation in weak $p$-wave resonances, not for resonance analysis) was used, not all known resonances were observed due to overlapping with strong $s$-wave resonances.

As the final steps in processing the data for analysis, the analog-to-digital converter counts are converted to actual neutron counts, the data are corrected for dead time, and background due to $\gamma$-ray counts is subtracted. The dead time is determined from the relation $Y = R e^{-R\tau}$, where $Y$ is the measured yield, $R$ is the actual counting rate, and $\tau$ is the dead time. The rates are measured for a typical beam current, and at one-half, one-quarter, and one-eighth of the typical current, and $\tau$ is determined. For this measurement the dead time was 23.0 ns. The counts that appear at the bottom of black resonances are assumed to arise from $\gamma$ rays in the neutron beam. Yen et al. [25] developed a procedure to correct for this background. With these corrections, the data are now ready for determination of the neutron resonance parameters.

V. DATA REDUCTION

A. Neutron resonance parameters

In the analysis to determine the resonance parameters, 30 runs were summed for the 100-ns data as well as the 200-ns data as a compromise between better statistics and the maintenance of uniform experimental conditions. Due to the thickness of the thorium target, many of the $s$-wave resonances absorbed all neutrons. After the standard background correction [25] there were still some counts under these resonances. The remaining counts were fit to a polynomial function of $1/\text{TOF}$. These background parameters were held fixed for the rest of the fitting process.

The procedure was similar to that described in the preceding paper. First a large energy region was fit with known $s$-wave resonance parameters, allowing the magnitude and energy dependence of the flux to vary. The energy dependence was then fixed. Then a smaller energy region was fit, allowing $E_s$, $g\Gamma^s_o$, and $\Gamma^s_o$ to vary. This process was then repeated after adding a higher energy region with some additional $s$-wave resonances. These new resonances were then fit, with the resonance parameters for the first $s$-wave resonances held fixed. This process was iterated until the $s$-wave parameters were stable. Then the $p$-wave resonances were fit while allowing only the flux and the $p$-wave resonance parameters to vary. The resulting fits were usually very good, as illustrated by a sample fit shown in Fig. 2.

The key issue is over what energy range this analysis procedure is reliable. As the energy increases, the resonances observed in the time-of-flight spectra comprise fewer channels, and the resonance parameters extracted become less well determined. The problems are accentuated for the weaker resonances that are our primary focus. However, as we discuss in detail below, all of the statistically significant PNC effects have the same sign. It therefore would be very interesting to extend the measurements and analysis into this difficult energy region. In an effort to extend the energy range, we have performed measurements using a large solid angle capture detector [26,27]. (Since for these neutron resonances the capture width is nearly equal to the total width, measuring the emitted $\gamma$ rays provides information equivalent to that obtained via the transmission measurements.) Because the capture detector had no moderation time, and because the capture measurements were made with a different sample, these capture measurements did not significantly extend the energy range for which we have reliable parity violation data. However, the capture measurements do provide an opportunity to test the reliability of the data analysis method. For sample lower energy resonances the widths obtained from the transmission and capture measurements agree, and these widths agree with the literature values. Similarly, our measurements for the PNC longitudinal asymmetries obtained via capture and transmission agree. However, for resonances near 300 eV, the resonance parameters obtained from the two methods do not agree, and the widths

FIG. 2. Sample multilevel fit to a $^{232}\text{Th}$ transmission spectrum in the energy region 16.9–46.5 eV.
obtained for the transmission data do not agree with the literature. The PNC asymmetries determined via transmission and capture (for example for the 302-eV resonance) do not agree. We therefore conclude that for this target our analysis of the transmission data is reliable up to some cutoff energy near 300 eV. After careful examination of the data we have adopted 285 eV as the cutoff value.

The final values for the resonance parameters are given in Table I. The errors on $g\Gamma_n$ and $\Gamma_\gamma$ include the statistical uncertainty (which is very small) and an estimated 2% uncertainty from the fitting process. This is an attempt to include systematic uncertainties from the fitting process and from uncertainties in the response function. There is an additional 2% uncertainty included for the $p$ waves due to small fluctuations in the flux. We believe that the uncertainty estimate is conservative. Our central results—the parity violating longitudinal asymmetries—are insensitive to small changes in the resonance parameters.

The measurement determines the value of $g\Gamma_n$, not the value of the orbital angular momentum $l$. This leaves the possibility that a strong $p$-wave resonance or a weak $s$-wave resonance may be misassigned. We used the Bayesian analysis procedure of Bollinger and Thomas [28] to determine the orbital angular momentum of each resonance. The Bayesian analysis uses the measured widths, strength functions, and level densities, and relies mainly on the large difference in $s$- and $p$-wave penetrabilities. The procedure is the same as described in detail in the preceding paper. From our neutron

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline
$E$ (eV) & BP & $l$ & $J$ & $g\Gamma_n$ (meV) & $\Gamma_\gamma$ (meV) & $A_j$ (1/eV) \\
\hline
8.36032 ± 0.0012 & 1.00 & 1 & 0.5 & 0.000267 ± 0.000004 & 25.0 & 9.8 \\
13.137 ± 0.0018 & 1.00 & 1 & 0.5 & 0.000193 ± 0.000004 & 38.5 & 9.8 \\
21.819 ± 0.003 & 0.00 & 0 & 0.5 & 2.18 ± 0.044 & 24.98 ± 0.50 & 9.8 \\
23.454 ± 0.003 & 0.00 & 0 & 0.5 & 4.10 ± 0.082 & 24.16 ± 0.48 & 9.8 \\
36.982 ± 0.004 & 0.99 & 1 & 0.5 & 0.000882 ± 0.000018 & 20.5 & 9.8 \\
38.232 ± 0.004 & 0.99 & 1 & 0.5 & 0.000481 ± 0.000001 & 27.1 & 9.8 \\
41.066 ± 0.005 & 0.99 & 1 & 0.5 & 0.000510 ± 0.000001 & 27.0 & 9.8 \\
47.068 ± 0.005 & 0.99 & 1 & 0.5 & 0.00174 ± 0.000003 & 17.3 & 9.8 \\
49.941 ± 0.006 & 0.99 & 1 & 0.5 & 0.000429 ± 0.000001 & 40.0 & 9.8 \\
58.786 ± 0.009 & 0.98 & 1 & 0.5 & 0.00902 ± 0.000018 & 58.3 & 9.8 \\
59.523 ± 0.009 & 0.00 & 0 & 0.5 & 3.88 ± 0.083 & 23.93 ± 0.49 & 9.8 \\
64.575 ± 0.010 & 0.99 & 1 & 0.5 & 0.000794 ± 0.000037 & 103.0 & 9.8 \\
69.228 ± 0.015 & 0.00 & 0 & 0.5 & 44.52 ± 0.91 & 20.65 ± 0.56 & 9.8 \\
90.139 ± 0.01 & 0.99 & 1 & 0.5 & 0.00559 ± 0.000013 & 11.6 & 9.8 \\
98.057 ± 0.013 & 0.99 & 1 & 0.5 & 0.00429 ± 0.000098 & 12.9 & 9.8 \\
103.63 ± 0.01 & 0.99 & 1 & 0.5 & 0.00650 ± 0.000013 & 13.4 & 9.8 \\
113.00 ± 0.01 & 0.00 & 0 & 0.5 & 13.07 ± 0.27 & 23.89 ± 0.52 & 9.8 \\
120.83 ± 0.02 & 0.00 & 0 & 0.5 & 22.67 ± 0.47 & 23.54 ± 0.51 & 9.8 \\
128.17 ± 0.02 & 0.99 & 1 & 0.5 & 0.0801 ± 0.0044 & 13.6 & 9.8 \\
129.16 ± 0.02 & 0.00 & 0 & 0.5 & 3.59 ± 0.79 & 27.54 ± 1.10 & 9.8 \\
145.83 ± 0.02 & 0.90 & 1 & 0.5 & 0.088 ± 0.003 & 2.89 & 9.8 \\
148.06 ± 0.02 & 0.99 & 1 & 0.5 & 0.0063 ± 0.0001 & 12.4 & 9.8 \\
154.29 ± 0.02 & 0.49 & 0 & 0.5 & 0.193 ± 0.015 & 22.51 ± 0.49 & 9.8 \\
167.11 ± 0.03 & 0.98 & 1 & 0.5 & 0.0235 ± 0.0006 & 33.8 & 9.8 \\
170.30 ± 0.04 & 0.00 & 0 & 0.5 & 62.23 ± 1.35 & 22.14 ± 1.18 & 9.8 \\
178.86 ± 0.03 & 0.98 & 1 & 0.5 & 0.0246 ± 0.0007 & 15.5 & 9.8 \\
192.60 ± 0.03 & 0.00 & 0 & 0.5 & 16.36 ± 0.36 & 23.82 ± 0.48 & 9.8 \\
196.20 ± 0.03 & 0.96 & 1 & 0.5 & 0.070 ± 0.002 & 11.4 & 9.8 \\
199.25 ± 0.03 & 0.00 & 0 & 0.5 & 9.58 ± 0.19 & 20.54 ± 0.43 & 9.8 \\
202.58 ± 0.03 & 0.98 & 1 & 0.5 & 0.0422 ± 0.0002 & 11.2 & 9.8 \\
210.91 ± 0.03 & 0.98 & 1 & 0.5 & 0.0181 ± 0.0004 & 10.5 & 9.8 \\
221.11 ± 0.04 & 0.00 & 0 & 0.5 & 29.25 ± 0.60 & 23.16 ± 0.47 & 9.8 \\
231.95 ± 0.04 & 0.98 & 1 & 0.5 & 0.0102 ± 0.0005 & 12.6 & 9.8 \\
234.07 ± 0.04 & 0.98 & 1 & 0.5 & 0.0161 ± 0.0004 & 10.1 & 9.8 \\
242.25 ± 0.04 & 0.98 & 1 & 0.5 & 0.0434 ± 0.0009 & 7.04 & 9.8 \\
251.47 ± 0.05 & 0.00 & 0 & 0.5 & 31.05 ± 0.65 & 26.09 ± 0.81 & 9.8 \\
263.04 ± 0.05 & 0.00 & 0 & 0.5 & 21.16 ± 0.50 & 24.98 ± 0.71 & 9.8 \\
276.45 ± 0.03 & 0.98 & 1 & 0.5 & 0.0086 ± 0.0002 & 17.1 & 9.8 \\
285.68 ± 0.06 & 0.00 & 0 & 0.5 & 30.56 ± 0.76 & 25.86 ± 1.04 & 9.8 \\
\hline
\end{tabular}
\end{table}

$^a$Bayesian $p$-wave probability.

$^b$J=0.5 is assigned to $p$-wave resonances with statistically significant PNC asymmetries.
resonance data we determined the average \( s \)-wave level spacing \( D_0 = (19 \pm 3) \text{ eV} \), and the \( s \)- and \( p \)-wave strength functions \( S_0 = (0.9 \pm 0.3) \times 10^{-4} \) and \( S_1 = (0.8 \pm 0.2) \times 10^{-4} \). Both the \( s \)-wave level spacing and strength function agree with previous results, \( D_0 = (16.8 \pm 1.0) \text{ eV} \) and \( S_0 = (0.84 \pm 0.07) \times 10^{-4} \) [23]. The \( p \)-wave strength function calculated for the energy range below 285 eV with the data of Ref. [23] is \( S_1 = (1.00 \pm 0.25) \times 10^{-4} \). The missing neutron \( p \)-wave strength in our measurement is due to the blocking of some \( p \)-wave resonances in the transmission spectrum, since a thick sample was used to optimize the PNC study. The large uncertainty in our values is due primarily to the limited energy range of the present work. We have used the level spacing and strength function results of [23] to estimate the probability that a given resonance is a \( p \)-wave resonance. This probability is listed for each resonance in Table I. The only disagreement is for the 196.2-eV resonance, which we assign as \( p \)-wave rather than the earlier \( s \)-wave assignment. This resonance shows a very strong parity violation effect, consistent with the Bayesian probability.

**B. PNC longitudinal asymmetries**

The PNC longitudinal asymmetries were obtained by fitting each run with the code FITXS; the asymmetry parameter was varied while all other parameters were held fixed. The sum of the data for the two helicity states (FLIP + NOFLIP) was fit to determine the flux for a single run. With all other parameters held fixed, the data for each helicity state was fit separately to determine \( p^+ \) and \( p^- \) for each run. The observed asymmetry \( p \) is determined from \( p^+ \) and \( p^- \). The neutron polarization was measured for each run. The asymmetries for a sample resonance are shown in Fig. 3. The average \( p \) values and their uncertainties were determined separately for each polarization orientation, and these two values combined to obtain the value of the longitudinal asymmetry and its uncertainty for each resonance. These asymmetry values for each resonance are corrected for the spin-flipping efficiency, which depends only on the neutron energy. The final longitudinal asymmetries are shown as a function of energy in Fig. 4 and are listed in Table II.

**FIG. 3.** (top) \( ^{232}\text{Th} \) transmission spectra for two helicity states near the 38.2-eV resonance. (bottom) Histogram of the asymmetries obtained for each of 150 runs for the resonance shown at the top of the figure.
These new results show a dramatic improvement relative to the results of the earlier measurements [10]. There are now ten PNC effects with a statistical significance of 3 \( \sigma \) or greater. In addition the resonances that show no effects (approximately two-thirds of the \( p \)-wave resonances should have \( J = 3/2 \) and cannot display parity violation) have much smaller uncertainties than in the earlier data. The answer to the key question—is the nonstatistical distribution of the signs of the longitudinal asymmetries real or a statistical artifact?—is apparent by inspection. The ten statistically significant effects all have the same sign, which should happen at random only once in \( 2^{10} \) or 1024 trials.

The average value for the longitudinal asymmetry \( p \) is \( \bar{p} = 1.60 \pm 0.65\% \) for all analyzed \( p \)-wave resonances. If only asymmetries with a statistical significance of greater than 3 \( \sigma \) are considered, the value for \( \bar{p} \) increases to 3.8\%.

It is interesting to compare these results with those obtained for \( ^{238}\text{U} \) [1], where \( \bar{p} \) was consistent with zero both for the set of all analyzed \( p \)-wave resonances and also for those \( p \)-wave resonances with statistically significant parity violations. The value for \( \Delta \sigma \) is also of interest. For all analyzed \( p \)-wave resonances \( \Delta \sigma = 0.29 \pm 0.14 \) b, while for the ten large effects, \( \Delta \sigma = 0.69 \pm 0.30 \) b. These values are larger than those obtained for \( ^{238}\text{U} \) [1]. However, the average value of \( \Delta \sigma \) is dominated by one very large contribution (from the 128-eV resonance), which is not the case for the longitudinal asymmetries. We therefore draw no strong conclusions from the value of \( \Delta \sigma \).

VI. ANALYSIS

A. Method

First we briefly review the analysis adopted in the preceding paper [1], and then discuss the changes required to consider the nonstatistical anomaly. For a target with \( I^g = 0^+ \), the \( s \)-wave resonances have \( 1/2^+ \) and the \( p \)-wave resonances \( 1/2^- \) or \( 3/2^- \). Only \( 1/2^- \) resonances mix with the \( 1/2^+ \) resonances to show parity violation. The two-level approximation [29–33] for the observed PNC asymmetry \( p_\mu \) was generalized to include admixtures from a number of \( s \)-wave resonances \( \nu [7] \)

\[
p_\mu = 2 \sum_v \frac{U_{v\mu}}{E_v - E_\mu} \frac{g_{v1/2}^2 g_{\mu1/2}}{\Gamma_n^\nu},
\]

where \( g_{\mu1/2} \) and \( g_{v1/2} \) are the neutron decay amplitudes of levels \( \mu \) and \( \nu \) \((g_\mu^2 = \Gamma_n^\mu \text{ and } g_\nu^2 = \Gamma_n^\nu)\), and \( U_{v\mu} \) is the matrix element of the PNC interaction between levels \( \nu \) and \( \mu \). The signed quantities \( U_{v\mu} \), \( g_\mu \), and \( g_\nu \) are statistically independent random variables with mean-zero Gaussian distributions. Although there is insufficient information to obtain the individual matrix elements, one can determine the variance of the distribution of these matrix elements. The common variance \( M^2 \) of the PNC matrix elements is the mean-square matrix element of the PNC interaction.

The quantity \( p_\mu \) is the sum of Gaussian random variables and therefore is itself a Gaussian random variable. The variance of \( p_\mu \) is \( M^2 A^2_\mu \), where

\[
A_\mu^2 = \sum_\nu A^2_{v\mu} \text{ and } A^2_{v\mu} = \left( \frac{2}{E_v - E_\mu} \right)^2 \frac{\Gamma_n^\nu}{\Gamma_n^\mu}.
\]

The quantity \( A_\mu \) is listed for each resonance in Table I. A maximum likelihood approach to the analysis was adopted [34,35]. The probability density function (PDF) of the PNC asymmetry \( p_\mu \) is a Gaussian \( G(p_\mu, M^2 A^2_\mu) \) with mean zero and variance \( M^2 A^2_\mu \). Including the experimental error \( \sigma_\mu \) yields a Gaussian PDF with variance \( M^2 A^2_\mu + \sigma_\mu^2 \)

\[
G(p_\mu, M^2 A^2_\mu + \sigma_\mu^2).
\]
If all spectroscopic information is known, then the likelihood function for a given $p$-wave resonance $\mu$ is

$$L(M) = G(p_\mu, M^2 A^2_\mu + \sigma^2_\mu) P_M(M),$$  

(8)

where $P_M$ is the a priori probability density, $p_\mu$ is the experimental value of the PNC asymmetry, and $\sigma_\mu$ is the uncertainty in $p_\mu$.

If the $p$-wave spins are not known, then the likelihood function is the sum of two terms, with the additional term a Gaussian that is independent of the PNC matrix element $M$.

$$L(M) = [a(1/2)G(p_\mu, M^2 A^2_\mu + \sigma^2_\mu) + b(3/2)G(p_\mu, \sigma^2_\mu)]P_M(M),$$  

(9)

where $a$ and $b$ are the probabilities that $J=1/2$ or 3/2. (Since the $p_{1/2}$ and $p_{3/2}$ states have different average strengths, and there is a finite threshold for observability, the number of resonances actually observed does not have the expected statistical ratio. The relative probability is determined empirically—see the discussion by Frankle et al. [10].) The justification for this form of the likelihood function is discussed in general by Bowman et al. [34] and in detail by Bowman, Lowie, and Sharapov [35].

The a priori probability $P_M$ is common to both terms. Since the second term is independent of $M$, the function is not normalized without the factor $P_M$. In practice we assume that $P_M$ is constant up to some maximum value and zero above this value. For a number of independent resonances the likelihood function is the product of the functions for the individual resonances. One inserts the values of the experimental asymmetries $p_\mu$ and their uncertainties $\sigma_\mu$, determines the spectroscopic terms $A_\mu$ from the known resonance parameters, and calculates the likelihood function. The location of the maximum gives the most likely value $m_L$ of the parameter $M$. The confidence interval is obtained by solving the equation

$$\ln \left[ \frac{L(m_u)}{L(m_l)} \right] = \frac{1}{2},$$  

(10)

where $m_u$ and $m_l$ are the upper and lower values at which this equation is satisfied.

This discussion assumes that the distribution of the asymmetries is a Gaussian with zero mean. This is clearly not true for these data. Since the data appear to obey a statistical distribution about some nonzero value, we represent the data by introducing an offset parameter. Following Bowman et al. [7], the asymmetry can be expressed as the sum of two terms: a fluctuating term and a constant term. The expression used is

$$p_\mu = 2 \sum_i U_{\nu\mu}/(E_\nu - E_\mu)(\Gamma_{i\nu}/\Gamma_{i\mu})^{1/2} + B[(1 \text{ eV})/E]^{1/2},$$  

(11)

where $E$ is in eV. The quantities $U_{\nu\mu}, E_\nu,$ and $E_\mu$ are independent random variables, and the first term has average value zero. The energy dependence of the ratio of widths is $E^{-1/2}$. Expressing the constant term relative to the value at

![FIG. 5. Two-parameter maximum likelihood plot for $^{232}$Th. The curves are contours of constant likelihood, with values 80, 60, 40, and 20% of the maximum likelihood.](Image)

$E_o = 1$ eV gives the convenient result that the ratio of the fluctuating and constant terms does not depend on the energy.

**B. Results**

We then proceed as before with the maximum likelihood method, except there are now two parameters—the rms PNC matrix element $M$ and the empirical offset $B$ (expressed in %). A two-parameter maximum likelihood plot for the $^{232}$Th data is shown in Fig. 5, using $a=0.41$ and $b=0.59$. The values for $M$ and $B$ are $M=1.12_{-0.22}^{+0.32}$ meV and $B=14.9_{-5.0}^{+5.0} \%$. For a level spacing $D_0 = 16.8$ eV [23], this gives a weak spreading width of $\Gamma_o = 4.7_{-1.8}^{+2.7} \times 10^{-7}$ eV. If one ignores the offset and fits the data with only the one parameter $M$, the result is $M=1.58_{-0.31}^{+0.44}$ meV. Thus the value of $M$ is changed by about 30% if one ignores the offset.

For comparison, we also treat the $^{238}$U data presented in the previous paper [1] in the same manner. A two-parameter maximum likelihood plot for $^{238}$U is shown in Fig. 6. The values for $M$ and $B$ are $M=0.65_{-0.15}^{+0.23}$ meV and $B=-1.96_{-2.31}^{+2.34}$ %.

![FIG. 6. Two-parameter maximum likelihood plot for $^{238}$U. The curves are contours of constant likelihood, with values 80, 60, 40, and 20% of the maximum likelihood.](Image)
VII. SIGN CORRELATION

A. Distant doorway state models

As noted in the previous section, the experimental evidence confirms the earlier measurement. Since ten statistically significant parity violation asymmetries have the same sign, the nonstatistical effect (sign correlation) is confirmed.

Following the original measurement, there were a number of attempts to explain the sign correlation. Both chronologically and in the general physics approach, the explanations divide into two categories. The first set of explanations can be loosely designated as “distant” doorway state models. The compound nucleus is by definition very complicated and expected to display random phases. Single particle or doorway state effects were considered first as the origin of the sign correlation. One can express $B$ in terms of doorway states $|d⟩$ as

$$B = 2 \sum_d \sqrt{\frac{\Gamma_d}{\Gamma_p}} \frac{\langle \frac{1}{2}^+ | V_{PV} | \frac{1}{2}^- \mu \rangle}{\langle E_p - E_d \rangle}.$$

(12)

The first explanation was due to Bowman et al. [36]. Their approach uses single-particle $s$- and $p$-wave states that are located some five MeV away from the $p$-wave resonances that display parity violation. The influence of the single-particle states is considered to lead to a sign correlation, although in order to explain the size of the observed effect, the matrix element $\langle d | V_{PV} | \mu \rangle$ must be $100$ times larger than all other evidence suggests. This failure—that the unphysically large weak matrix element is required in order to reproduce the size of the nonstatistical effect—proved to be a recurring theme.

Auerbach [37] writes the spreading width due to parity violation as

$$\Gamma_n = \sum_d \Gamma_d \frac{\langle \frac{1}{2}^+ | V_{PV} | \frac{1}{2}^- \mu \rangle^2}{\langle E_p - E_d \rangle^2 + (\Gamma_d)^2}.$$

(13)

He suggested using the $J = \frac{1}{2}$ spin dipoles as the relevant doorway states. Auerbach and Bowman [38] then combined the spirit of these two ideas [36,37]. The doorway states are the spin dipole giant resonances, and are distant in the sense that they are located several MeV from the $p$-wave resonances under consideration. Auerbach and Bowman start from the parity-violating asymmetry

$$p_m = 2 \sum_n \frac{\langle n | V_{PV} | m \rangle}{E_m - E_n} \frac{\gamma_n}{\gamma_m}.$$

(14)

which is our original result expressed in their notation, where $|n⟩$ are $s$-wave resonances, $|m⟩$ is one $p$-wave resonance of interest, and their energies are $E_n$ and $E_m$. The reduced neutron widths are $\gamma_n$ and $\gamma_m$, which can be written in terms of single-particle amplitudes as

$$\gamma_n = \gamma_p \langle 0^+ s_{\frac{1}{2}} | n \rangle,$$

$$\gamma_m = \gamma_p \langle 0^+ p_{\frac{1}{2}} | m \rangle.$$

(15)

(16)

The matrix element can then be written as

$$\langle n | V_{PV} | m \rangle = \langle n | D_m | D_m | V_{PV} | m \rangle,$$

(17)

which illustrates the role of the doorway state $|D_m⟩$. Taking into account the spin-dipole nature of the parity-violating potential and using closure, one obtains

$$p_m = 2 \frac{\gamma_n}{\gamma_p} \langle 0^+ s_{\frac{1}{2}} | V_{PV} | 0^+ s_{\frac{1}{2}} \rangle \sum_n \frac{|D_m|^2}{E_m - E_n}.$$

(18)

The distribution $|D_m|^2$ has its maximum near the doorway state, has a smooth shape, and is MeV away from the $p$-wave resonances that are measured. This implies that the sign of the parity-violating asymmetry is fixed for the $p$-wave resonances $|m⟩$. However, to explain the size of the observed value of $B$ requires a parity-violating matrix element at least two orders of magnitude greater than considered reasonable.

Flambaum [39] used a valence model approach in which the neutron interacts near the nuclear surface. He transformed the weak Hamiltonian into its surface form and calculated the valence component. In this description the inelastic excitations in the target enhance the PNC matrix element. However, again the magnitude of the matrix element must be unreasonably large in order to explain the size of the observed effect.

The optical model was employed by Koonin et al. [40] and by Carlson and Hussein [41] and Carlson et al. [42] in efforts to explain the sign effect. The optical model was used for the strong parity-conserving part and the weak parity-nonconserving term obtained from perturbation theory. The two groups use different choices of the optical potential. Both results require a PNC matrix element at least $100$ times too large.

Lewenkopf and Weidenmüller [43] utilized a single-particle approach with an enhancement of the weak parity-violating matrix element due to an effect called barrier penetration enhancement that results when the neutron (via the strong interaction) is in a virtual $p$-wave resonance channel. This highly excited $p$-wave state is MeV above threshold. They use single-particle states as doorways. The combination of the doorways and the barrier enhancement effect leads to a sign correlation. However, in order to explain the size of the effect requires a matrix element that is two orders of magnitude larger than considered reasonable.

Auerbach and Spevak [44] adopted a projection operator approach and used a one-body form for both the parity-violating part of the potential and the strong interaction part. The doorway states are spin-dipole resonances. They numerically evaluated the barrier enhancement term proposed by Lewenkopf and Weidenmüller. Again they required a matrix element that is two orders of magnitude too large.

At this stage it was clear that the distant state approach did not work. This had important implications: if the sign correlation is a general effect and not some specific nuclear structure effect, then a serious problem results. Therefore attention turned to different models which were specific rather than general.

B. Local doorway state models

The difficulty with the distant doorway state models was simply that the energy separation between the $p$-wave reso-
nences and the doorway was so great that an unphysically large matrix element was required in order to provide an effect of the magnitude observed experimentally. This problem can be removed by assuming a local or nearby doorway. However, now the solution to the problem generates a new problem. Single-particle states and spin dipole states are known to exist, and there are reasonable estimates for their locations and widths. Such guidance is lacking in establishing the physical origin of the local doorways. Some efforts have focused on the special properties of the nuclide $^{232}$Th, while others simply postulate the existence of a doorway with convenient features without detailed specifications concerning its origin.

The general spirit is illustrated by the approach of Auerbach et al. [45]. Assume a $p$-wave resonance labeled $|r\rangle$ with escape amplitude $\gamma_r$ and a doorway $d$. The longitudinal asymmetry is

$$p \sim -2 \sum_d \frac{(E_r - E_d)\langle d|V_{PV}|r\rangle \gamma_d}{[(E_r - E_d)^2 + \Gamma_d^2/4]} \gamma_r.$$  

Assume the doorway is 50 eV from the $p$-wave resonance of interest and has a width $\Gamma_d$ of 100 eV. Then for a typical ratio of penetrabilities for $\gamma_d/\gamma_r$, of $10^3$, one obtains a matrix element of a few meV. Thus the inconsistency is removed and the problem is shifted to the origin and characteristics of the doorway state.

The doorway states in this approach are intermediate structure resonances, assumed not to overlap, and to have spacings intermediate between single-particle and compound nuclear states. Since the striking nuclear structure feature of $^{233}$Th is its octupole deformation [46,47], it was only natural to consider this property. Intermediate structure resonances have been observed in $^{234}$Th via neutron-induced fission, and have widths and spacings of the same order of magnitude as required in the local doorway approach. Auerbach and Bowman postulate the doorway as occurring in the third well, where the so-called parity doublets nearly coincide. Flam- baum and Zelevinsky [48] and Auerbach et al. [49] discuss the effects of the octupole doublets. They conclude that the idea is attractive but physically unlikely. Desplanques and Noguera [50] explicitly consider the octupole doublet or third well approach to be very unlikely. As a speculation they suggest that if the nucleus had a nonzero doublet of $\sigma \cdot p$, then suppression factors that enter in the usual case do not appear. Desplanques and Noguera also provide a detailed general description of various possible outcomes given different widths and locations of the doorways. All of these considerations emphasize the need for additional parity-violation data on $^{232}$Th, in order to constrain the characteristics of the local doorway, whatever its origin.

In another local doorway approach—by Hussein, Kerman, and Lin [51]—the doorway is a standard two-particle—one-hole (2p-1h) state which happens by chance to be located near the $p$-wave resonances in question. This doorway couples at random to the compound nuclear states and has nothing directly to do with the shape of the thorium nucleus. The general role of doorways in such symmetry-breaking studies is discussed at length by Feshbach, Hussein, and Kerman [52]. In fact they say that this measurement of the sign correlation in thorium may in fact be the first direct evidence for 2p-1h doorways. Unfortunately their approach provides no specific guidelines for the circumstances under which such nonstatistical effects should occur—the effect is almost random.

To summarize, the present status of the sign correlation is that there is no generally accepted explanation for the physical origin of the effect. The simplest explanation involves some local doorway state, but no convincing specific physical argument for the doorway has been presented. There is evidence that the sign correlation does not occur elsewhere. The results for $^{238}$U are consistent with a random sign for the PNC longitudinal asymmetries. Preliminary evidence from other measurements by our group on $^{107}$Ag, $^{109}$Ag, and $^{115}$In by Lowie [53], on $^{113}$Cd by Seestrom et al. [54], on $^{121}$Sb, $^{123}$Sb, and $^{127}$I by Matsuda [20], and on $^{105}$Pd and $^{117}$Sn by Smith et al. [55] all indicate that the signs of the PNC asymmetries are random. Thus, the sign correlation appears to be a real and localized effect that has not yet been explained.

**VIII. SUMMARY**

PNC longitudinal asymmetries have been measured for 24 $p$-wave resonances in $^{232}$Th. Ten resonances show parity violations with greater than 3.2 $\sigma$ statistical significance. This is the largest sample ever measured for a single nuclide. The new apparatus provided greatly improved data quality as compared with the initial study, while confirming the qualitative conclusions of the earlier measurements. The analysis method also has been significantly improved. The value of the rms PNC matrix element is $M = 1.12^{+0.32}_{-0.22}$ meV, while the value of the offset is $B = 14.9^{+5.0}_{-5.0}$ eV. For an average level spacing $D_0 = 16.8$ eV, this leads to a weak spreading width of $\Gamma_0 = 4.7^{+2.2}_{-1.7} \times 10^{-7}$ eV.

The surprising result of the sign correlation has been confirmed: ten successive statistically significant PNC asymmetries have the same sign and the value of $\hat{p}$ is not zero. Numerous proposed explanations for this nonstatistical effect were reviewed, none of which provide a compelling explanation for the effect. Our other measurements (to be discussed in future publications) have focused on the $A \approx 100$ mass region near the $3p$ neutron strength function maximum.
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